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Abstract.We propose a methodology for the exploration of Web
data, built on the principles of exploratory data analysis and analyt-
ical visualisation of information. Our approach aims at combining
these two approaches in order to benefit from both of them. This
allows us to explore heterogeneous complex dynamic systems such
as the Web, and to construct emergent structures and indicators
without getting lost. By studying the geographical dimension for
a specific Web locality, which is exemplary in many ways, we were
able to test our methodology and various visualisation tools, thus
validating our theoretical proposals.
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1 Introduction

At a time when we are faced with systems which are be-
coming ever more complex, dynamic and heterogeneous,
we propose a method for engineering the emergence of
structures and indicators in complex systems. This en-
gineering comprises a set of original methods and tools
which are able to extract the relevant properties. This
should enable us to explore any system whatsoever; the
Web, which is the object of the first part of this paper,
is a prototypical example. As developed in sub section
2.1, constituents of this complex system are not all dis-
covered and known and their interactions are subject to
a lot of analysis without leading to an end even if some
emergent properties seems to emerge[10]. At the heart
of the Web, the geographical dimension is in full boom,
and contributes a means for users to anchor themselves
in reality while increasing the possible uses. However it is
not simple to mobilize the spatial register on the Web, es-
pecially when this dimension has not been originally con-
ceived for it. It is then necessary to give birth to mean-
ing, by playing on whatever geographical references lie
to hand (geolocalisation of resources, positions of actors,
spatial references in the content, etc.); this is exemplary
of a heterogeneity which the method we propose makes it
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possible to deal with, both theoretically and practically,
as we shall see in sections 3 and 4.

2 Exploring the Web

The figures that are used to characterize the Web are
enough to make one dizzy. It is a question of tens of
thousands of millions of resources that are indexed and
accessible by research engines, and even this is only the
visible part of the iceberg [5]. A short time ago, the total
amount of information contained on the Web was esti-
mated to be 17 times the size of the Congress Library
[14]; but the figures so defy the imagination that even
this analogy is difficult to grasp. Moreover, these figures
are based on a conception of the Web as mainly occu-
pied by static documents, which are relatively simple to
capture and to analyse. However, what was still the case
five years ago is no longer valid. Thus, we have passed
from a documentary model to a model of dynamic re-
sources with a wide variety of formats (social networks,
sites which regroup contents, micro-publications, etc.) to
which one has access according to diverse modalities ,
and which render the task of systematic exploration even
more arduous.

Faced with this mountain of information, which by
its size, by its form, by the means which are necessary
to measure up to it has the stature of an Everest, any
attempt to take the Web as an object of study leaves
one with the choice of two attitudes. The first attitude
consists of considering the Web system in its totality. In
doing this, one equips oneself with a panel of general indi-
cators which require an enormous computational power,
and which even so will have difficulty being locally precise
[16]. This is the case in particular for those research en-
gines which have to evaluate and to classify the relevance
of any resource whatsoever for a given user request. All
the potential resources have to be considered as compara-
ble, and the calculations thus use an identical algorithm
of classification for each of them; this is the case for ex-
ample with the Pagerank of Google [9] . By doing this,
one transcends local organisations for the benefit of a de-
structuring universality, somewhat like a satellite view of
the Web which reveals the general large-scale principles.
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Another vision of the Web consists of viewing it as a
very large structure composed of smaller localities, note-
worthy organisations of resources belonging to different
registers. Each locality is organized in a specific way and
emergent properties varies from one locality to another.
In adopting this vision, one seeks not so much to elucidate
general indicators, that can be true for the entire system
but too vague to be truly useful, but rather to formu-
late hypotheses and discover properties concerning each
of the sub-spaces encountered. This model gains in com-
plexity (more properties and more interactions to explain
that are heterogenous between subspaces) what it loses in
universality (as the general model is abandoned); it has
the advantage of not distorting its components, making it
possible to provide a fine analysis of a locality or a group
of localities [11]. We will refer to this below as the ”sec-
ond approach”, and it is the one which we will develop in
this article.

2.1 Structures with multiple dimensions

Whatever posture be adopted, the reality of the Web
translates into a multitude of resources on several inter-
twined levels. What at the start is only a Web resource,
i.e. an object accessible via the HT'TP protocol with the
help of a URL address, can thus be described on five
different levels which, once combined, form the localities
that will be mentioned below. These levels are not com-
plex properties in themselves, they are primary categories
in which complex properties can be classified.

We first distinguish the level of the resource. Here one
finds what the server sends back when one calls a partic-
ular URL. The content can take various forms, the most
common being text, images or audiovisual documents.
An HTML resource (a hypertext page) commonly pos-
sesses a structure composed of several linked resources
(scripts, style pages, media, etc.) each of which, taken
one by one, constitutes a full resource in its own right.
The second level is that of the link. This level is nat-
urally very present on Internet, but it is important to
distinguish intra-level and inter-level links. The former
consists of links between elements of the same level, such
as hypertext links between Web resources, links of rela-
tionship or friendship on the social level, or yet again tem-
poral links of succession or simultaneity on the temporal
plane. By contrast, inter-level links connect together two
different levels: for example a link can connect the author
of a Web-page to the page in question, just as a link can
connect a resource to a geographical site in a number of
different ways that we will examine below. These links are
very often the source of inaccuracies, since they associate
two elements which are heterogeneous by nature. We also
will return to this aspect in the case of geo-localisation.
The social level is the third level of description that we
can invoke. This level describes the human individuals
who gain access or who publish the content and the re-
lations they hold between them. This level is very much

in fashion nowadays when social networks flourish on the
Web; not content with putting actors in touch, this also
makes it possible to describe their relations with an ever-
increasing richness of detail. Next, the geographical level
integrates a territorial component. If the graph of links
constructs a multi-dimensional space without any physi-
cal referent, the geographical reference is more and more
used on the Web. This makes it possible to answer ques-
tions such as the physical location of resources, the routes
by which information passes, the positions of authors and
readers, or yet again the places mentioned in the content
itself. Finally, the temporal level describes the evolution
of resources, of links, of geography or yet again of actors
over time. In a system where the dynamics of resources
and links is so strong, there is a lot at stake in integrat-
ing this temporal dimension in order to study the system.
However, here we come up against technical limits which
are still very strong, in particular because of the great
mass of data which prohibits taking regular snapshots.

In order to study and explore the Web, we must be
able to combine all of these levels, in order to make sense
of what is going on. The resources are inscribed in these
different levels which all together compose a system which
is complex both by its size and by its structure. And even
if the number of combinations is so great that it is not
conceivable to completely integrate all these levels, we can
nevertheless seek to grasp some organisational features
in order to highlight the localities we mentioned above
as being at the heart of the second approach we adopt
here. Of course the crucial question is the method to
be employed to reach this objective; but before revealing
this method and putting it into practice, we must first
specify more completely on one hand the importance of
the geographical aspect which will be at the centre of our
preoccupations, and on the other hand the choice of the
supposed locality that we will analyse on an experimental
basis.

2.2 Spatiality in full development

Among the different levels evoked in the vast variety of
possibilities available to describe a Web resource, it is
difficult to ignore the rise in strength of the level of geog-
raphy: from participatory cartographies to contents that
are geo-tagged , by way of open data that refer to towns
and the localisations of resources or actors [19], the ge-
ographical reference has become unavoidable. This phe-
nomenon is due both to technical advances which have
made geolocalisation easier, and by the consequent flesh-
ing out of the services provided . But it is important to
keep in mind that this progress answers a demand which
was not hitherto satisfied for a strong spatial anchoring
which would bring the virtual reality of the Web back to
a more concrete reality. On the Web, spatial information
benefits from the natural cultural familiarity that users
have with it, and which renders it special. In particular
this helps to fight against the disagreeable or painful dis-
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orientation that threatens when surfing on the Web [7]; it
helps to recover an orientation, to get ones bearings. It is
true that the culture of the Web bathes in the idea that
the hypertext link always prevails, because it was present
right from the conception of the network and largely ex-
plains its success. There is thus a tendency to consider
the hypertext link as the unique structuring principle of
the network; but this is not necessarily the case. Indeed,
even if the geographical structure starts out as a mere
addition, a supplementary indicator that is not essential,
it has the potential to transcend the hypertext link. Geo-
graphical information thus becomes a way of structuring
this space, and of explaining it [17]; the ideal being to
couple together as many dimensions as possible, and in
particular hypertext and geography.

Moreover, integrating the geographical dimension is
particularly interesting for testing methods of analysing
the Web, because it brings into play a great many differ-
ent aspects. Thus, one can investigate the localisation of
the material which makes up the contents, or of the per-
sons in charge of these contents, as well as elucidating the
geographical references in the contents themselves. The
richness and diversity of the means of analysis renders
the integration of this dimension perfect for a heteroge-
neous methodological study where one wishes to reveal
the structure of several different levels present in the same
set of data.

2.3 Choice of a set of data

In order to test our second posture and the methodol-
ogy which will allow us to reveal a certain sort of or-
ganisation, we have chosen a particular set of data in
order to limit the problems of capture and to focus on
the exploration. The question of capture on the Web is
a whole problem in itself, once again because of its size
and its heterogeneous and dynamic nature. While one
may postulate the existence of distinct aggregates of data,
it remains problematical to capture them while master-
ing all the different dimensions. In order to eliminate a
part of the problem, the system we have chosen is the
on-line shop for Apples i0S software programmes http:
//itunes.apple.com/us/genre/ios/id367mt=8. One
can find there software for iPhone, iPad and iPod touch.
This is a system which represents a bounded portion of
the Web with known limits, since it contains a list of
software units which evolve with a dynamic that can be
measured. Thus, for a very large number of pages (close
to 500,000 unique addresses) one can extract a title, a
description, user evaluations, a price, a classification by
category; links to other similar software, links with Inter-
net sites, etc. We thus have a relevant terrain, very broad,
with information of all sorts, hypertext links towards the
exterior of the Apple site, and internal links towards other
software which make it possible to efficiently test an ex-
ploratory chain.

3 A hybrid methodology

The exploration of complex systems and the emergence
of knowledge concerning them is a fundamental prob-
lem which is born from the confluence of two factors: on
one hand, the abundance of data in a digital form which
means that they can be computed and exploited using
algorithms; on the other hand the wish to consider ever
more factors in the study of phenomena, in a quest for
exhaustive measures taken as a synonym for truth. It is a
question of understanding systems as wholes, facing up to
their complexity. Two major routes have been considered
for studying complex systems in this way, and they echo
two conceptions of weak emergence[4]: low-level first or
micro-level first emergence and high-level or macro-level
first emergence.

The first route is thus to consider a low-level first emer-
gence, where the property of emergence is carried by the
elements which make up the system and deducible from
them. It is a question of putting the autonomous ele-
ments that one masters into interaction with each other,
S0 as to observe their behaviour compared to that of the
natural system that one wishes to analyse. However, this
approach does not make it possible to discover new hy-
potheses on the basis of the real system. It is rather a
question of simulating the real situation by trial and er-
ror, making hypotheses and testing them, which produces
more hypotheses.

The second route, by contrast, considers a high-level
first emergence where the emergence is hardly reducible
to the components of the system. The major drawback is
that in this case, it is necessary to discover and to reveal
the structure by considering the system as a whole (or
what one imagines may be its whole), in favour of a model
which is certainly approximate, but functional. This al-
low to discover low level properties than can be simulate
in a second time. The majority of studies which con-
cern networks (be they the Web, co-citations in scientific
articles, or social networks) [2] take this route, using visu-
alisation by means of graphs as revealing notable patterns
and as generating indicators which are specific to the net-
work under observation. For this route there are very few
tried, systematic methods. The EDA (Exploratory Data
Analysis) is one of them, whereas a method with similar
objectives appeared at the same time as the visualisation
of information [20] under the name of Visual Analytics
[21].

3.1 Augmentation of the EDA and com-

bination with visual analyses

One of the rare existing methodologies, the EDA [24],
thus allows for the instrumentally equipped discovery of
new structures in a complex system, by means of a sys-
tematic recourse to the visualisation of information in all
the phases of the exploration of an unknown complex sys-
tem; this has the effect of maximizing intuitions during
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the formulation of hypotheses [1]. In other words, it is a
question of providing the user with the means of grasping
a mass of data and becoming familiar with it, in order to
discover noteworthy patterns which can be the source of
questioning and the elaboration of hypotheses concerning
the system. The exploration is divided into precise sub-
tasks in order to end up with a relevant, coherent model
of the original system. We can summarize the succession
of tasks as follows: visualize the whole; zoom and concen-
trate on a part; pay attention to particular details. This
makes it possible to overcome the classical dichotomy be-
tween the analysis of macro-structures and the analysis
of micro-interactions. Thus, the juggling between the ag-
gregation and the disaggregation of the data, and the
back-and-forth between the global and the local, makes
it possible to detect and to follow the emergent patterns.

This process of generating hypotheses concerning the
system by abduction finds a similar echo in Visual An-
alytics where the summary of tasks becomes: first view
the general level; then zoom and filter; finally enter into
detail as needed. This method, scientifically less rigorous
because it contents itself with an overview of the data
before filtering it in an analytical process, is nevertheless
very useful to equip one-self with innovative visualisations
which are lacking with EDA. To the extent that visuali-
sations are at the heart of the process, it is important to
have a maximum of choice in the conceptions or in the
possibilities of interactions, that one will then adapt as
needed. Moreover, visualisations of information are par-
ticularly well adapted to the heterogeneous, dynamic data
that they make it possible to present together, whereas
the EDA is difficult to use on non-homogeneous digital
data. On the other hand the visualisations of informa-
tion are generally ad hoc constructions, conceived with a
unique aim which makes it possible to explore a particular
aspect in a single interface; whereas ever since its origin
the EDA pleads in favour of a pluralistic use of statistical
visualisations [15] in order to cover a maximum of cases.

The EDA thus brings a degree of rigour to the process
and the faculty of linking simple statistical visualisation;
whereas the visualisation of information and its analytical
branch contributes complex visualisations more adapted
to exploration. There is thus an interest in combining
the advantages of both these two domains without losing
either rigour, or creativity.

3.2 A semiological component as an inte-
gral part of the analysis

Since the visualisations are at the basis of the approach,
in order to be effective they must be framed by a theo-
retical scheme of graphical semiology. The choice of the
visualisations, which are the principal link between the
human and his object, is crucial. The EDA is based on
existing semiologies to help it make this choice [22, 6]; but
the latter are limited to informational graphics and are
only really effective for systems that are already consti-

tuted. Thus they are of little help when faced with novel
systems of which one knows little or nothing.

In order to solve these problems and to dispose of a ba-
sis as solid as possible in order to construct a process for
the exploratory analysis of data, we have developed and
used our own semiology based on experimental studies
[18]. We have thus succeeded in showing that according
to the structures used, the visualisation in question does
not lead to the same reasoning and knowledge. Accord-
ing to their degrees of constraint, they can either offer a
wide range of possibilities in perceptual terms and thus in
terms of information and knowledge, or on the contrary
restrict the range of possibilities in order to focus on a
precise element of information. It is thus possible to com-
bine different types of visualisation, as a function of their
characteristics, according to the needs of different stages
in the elaboration of indicators. We can distinguish two
extreme cases: on one hand one wishes to have an open
visualisation in order to formulate hypotheses concerning
the global organisation and to maximize the insights; on
the other hand, one may wish to perceive and to use the
result concerning the organisation, of a hypothetical par-
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Figure 1: The EDA process adapted to very large sets of
heterogeneous data. The exploration is presented on the
left and is conducted by a single explorer. The presen-
tations, free and constrained, result from a taxonomy of
visualisation as a function of the degrees of freedom that
they allow in their interpretation

open visualisations which maximize the insights will be
those endowed with structures that are as free as possi-
ble. Structures such as graphs or maps, for example, fill
this role very well. A balance between global reading and
local reading will provide insights of different sorts. If reg-
ularities are perceived in these visualisation and one finds
points of perceptual anchoring whatever their nature, be
they the orientation of links, groupings, spread-out dis-
plays, routes, incongruous patterns, etc. they become
potential indicators that will have to be analysed in or-
der to formulate a clear hypothesis. The choice of the
visualisation and its mode of presentation correspond al-
ready to a generic and very imprecise way of formulating
a hypothesis which amounts to a vague intuition. The
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formulation of a clear, precise hypothesis should have the
aim of verifying this vague hypothesis by refining it and
presenting it by means of the second sort of visualisa-
tion, the constrained visualisations. The latter are con-
structed from the basic data to which one applies filters
or data processing algorithms, corresponding to a specific
hypothesis formulated in advance which is spatialized in
order gain knowledge of it. It is a question of transmit-
ting a specific element of knowledge to the system, and
the presentation must be perceptually constrained so that
it is not possible to draw erroneous conclusions, but only
an indication concerning the specific hypothesis that one
wishes to test. The structure of a diagram in two di-
mensions is an example of a visualisation of this type, on
condition that it respects the semiological canons of the
genre.

We have been able to test these phases, and the pro-
posed methodology as a whole, on the set of data Apple
iOS Application Store US. This provided the opportunity
to confront widely diverse tools and visualisations with a
real system.

4 Heterogeneous tools for explo-
ration

Now that we have laid down the theoretical basis, it is
possible to begin the exploration we have chosen to carry
out, by testing the numerous tools which are available
free; these run from visualisations to data bases, includ-
ing in between data-processing algorithms and other pro-
grams which are necessary for carrying out this study.
There exist today a large number of means, which are
made available to research scientists, journalists and oth-
ers interested in the exploration of data [12, 25]; the draw-
back is that each uses its own format of exchange or post-
ing. It is therefore necessary to jungle permanently with
heterogeneous tools; the toolkit becomes a heterogeneous
assembly of diverse scripts and it is necessary to continu-
ally pass from one to another. In this context, it is impor-
tant to keep a dynamic connection between the intuitions
one may have and their application, in order to conserve
efficiency. Thus, latency resulting from concentrating on
the technique leads us away from understanding the sys-
tem and from an intimacy with the data, which is a key
to success in exploration.

Before plunging into the exploration, it is necessary to
carry out a capture of the set of data which is as correct as
possible. This means, concretely, launching an organiz-
ing robot which will recuperate all the links to pages, and
which will then take care of launching a robot to capture
the content of each page. The problem here is to recuper-
ate all the pages while adapting to their structures which
often vary, and to do this in a minimum time in order to
have a snapshot which is not too extended in time, and
without being banished from the site under visit (if one
generates too much traffic on a site, the latter can choose

to no longer serve the pages). The clich of iOS which
stores US Apple, slowing down the capture robots as lit-
tle as possible, nevertheless takes seven complete days
for near to 500 000 referenced pages and 277 997 unique
applications. Between the beginning and the end of the
operations, 15 000 applications have disappeared. Each
page follows an identical pattern, with minimal variations
which contain structural elements that are stored as one
goes along in a free relational data-base (PostgreSQL)
which will subsequently allow for easier extractions. Each
capture and each insertion is visualized in the form of a
very long list, where in the case of an error the cause is im-
mediately apparent (change in colour and length of line)
in order to permit visual surveillance. The crawler robots
(robots that download a web resource to analyze its con-
tent and extract relevant information) are programmes
developed in Java especially for the occasion in order to
render them more precise, because specifically adapted
to a particular site, but which are not re-usable on other
portions of the Web. Once this work is completed (pro-
visionally at least), it is time to pass to the exploration
itself. To do this, we have recourse to the methodology
which consists of getting to grips with the system with
the help of free visualisations of the graph type, and to
validate preliminary intuitions by constrained visualisa-
tions. In order to see the large picture, we have tried
out two approaches. The first was to observe the dis-
tribution of applications in the various categories, to see
which categories were the best represented and if there
were substantial disparities. A histogram, resumed here
as a sparkline[23], makes it possible to isolate two cat-
egories Iimmmmunneccnee_ which are particularly well repre-
sented, games and books, with close to 40 000 applications
each. We then find categories that are less well furnished,
such as news, finance or weather, with an average of only
5 000 applications each. Concerned to see how the appli-
cations within each of these categories were organized, we
opted for a second approach in parallel which consisted
of viewing the whole set of applications in the form of a
graph, considering the suggestions for purchase situated
at the bottom of each application as a link towards an-
other application. The nature of the link is a matter of
discussion and cannot be completely trusted as this is a
black box process provided by Apple. Our goal here is as
much to reveal or at least have some hints about the sug-
gestion algorithm as to describe the system structure in
itself. Further work should include more links like similar
authorship or hypertextual link between applications but
outside of the Apple IOS store. An interactive visualisa-
tion of data of such size in the form of a graph was only
possible using the free software Gephi [3], and only after
waiting 40 minutes for displaying the latter.

4.1 Division in levels

This graph revealed two notable patterns. The first was
a heart which was very dense, but relatively disconnected
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Figure 2: Graph of explorations of the heart. The size of the nodes depends on their degree (number of entering
and leaving links), whereas the colour is associated with a category. It will be seen that the category indicators are
relevant, since one finds localities on the graph that correspond to them.

from the rest of the graph. In fact this corresponded to
applications destined for iPad, an Apple tablet for which
applications can be dedicated. Their small number (10
000) leads to a large number of redundant links, which
thus creates a sub-graph within the complete graph. In
order to try and see more clearly what is happening, it
was thus necessary to remove from the graph these specif-
ically dedicated applications which obscure the overall ex-
ploration. This made it possible to discover an impressive
quantity of applications which were not linked (too few
purchases or not well displayed), others which were never
visited but which had exit links, and finally a relatively
small number which had both entry and exit links. This
made it possible to visually exhibit three levels, which are
found pretty systematically, in terms of thematic locali-
ties [13]; these are an exterior, a periphery, and a heart.
We then confirmed this visual hypothesis by another vi-
sualisation, constrained this time in order to analyse the
composition of the system with respect to these three

levels. This figure was constructed with the visualisa-
tion library Web Protoviz [8], which allows a rapid and
easy display of dynamically generated diagrams. This is
useful for rapidly conceiving visualisations which respect
elementary semiological principles and which concentrate
on seeing rather than doing.

It turns out that the heart here is constituted of appli-
cations which are promoted by Apple, since we find many
links towards them. This heart represents only 2.5% of
the whole. A back-and-forth at the micro level for the
on-line Apple shop reveals that a good number of these
applications are promoted (or had been promoted at some
previous time) on the home-page of the dedicated soft-
ware iTunes. The visualisation revealed that the heart
was composed of thematic localities corresponding to the
categories, the most central one being the category utili-
ties . Next, only about a quarter of the applications are
on the exterior. It is interesting to note the criteria which
led to their exclusion. The Figure 2 reveals an interest-
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ing pattern according to which one particular category,
books, has a very large number of these excluded applica-
tions (more than 25,000). At issue here are books edited
in the form of applications, which compete with general
applications which are free and very successful. In a gen-
eral way, we find on the exterior applications which are
too specialised, which have therefore not attracted the
crowds and which are thus lost in the mass. By the way,
we may remark that actually they are not particularly
less well noted than the others.

This characterisation of the system in three levels of dif-
ferent natures makes it possible to concentrate the analy-
sis on a particular zone, as recommended by EDA when it
comes to passing from the micro-level to the meso-level.
Among the multitude of questions which arise at this
stage of the analysis, we have chosen to concentrate on a
connection between the social plane and the geographical
plane.

4.2 Fragmented geographical informa-

tion

Indeed, one of the questions at the origin of this study
is to understand how the developers of applications are
distributed geographically, in order to couple this in-
formation with a study on the social plane. The sys-
tem is closed and the applications are not free, so that
we cannot content ourselves only with the pages that
have been captured. Matters would be easy if the sys-
tem already included geographical information or infor-
mation concerning the authors of the applications, but
this is unfortunately not the case. Omne finds neither
geo-localisations, nor the names of authors or societies,
only a pseudonym which renders a research of the Yel-
low Pages type inoperative. We thus come up against
the problem of geography on the Web, and methodolo-
gies making it possible to obtain information concern-
ing localisation. In the absence of any data of this sort
in our original system, we are forced to have recourse
to alternative indicators to obtain information concern-
ing geographical distribution. The first of these indica-
tors is to systematically localise the Website of the ap-
plication. To do this there are mainly two techniques
which function differently: the Geoip and the Whois.
The Geoip consists of finding the place which could corre-
spond to the physical location of the server which sends
back the Webpage of the application. For a Web ad-
dress of the type www.utc.fr, we create a correspondence
with an IP address (role of the Domain Name Server)
which follows a route made of various network equip-
ments around the world and from which one can induce
a localisation. For this we used the free correspondence
base of Geoip which is reliable at the level of the coun-
try (99.5%), less so at the level of the town (79% in the
USA) (www.maxmind.com/app/geolitecity). Thanks to
the latter we were able to obtain in 24 hours (the time the
program takes to run) a localisation for each of the appli-

cations, on condition that the site was correctly informed
on the Apple page of the application.

100%

layer count / total count Factor

0%
core 7533 fronter 159878 outside 88648

Figure 3: Distribution of applications in the heart, the
border and the exterior, according to their category visu-
alized in parallel co-ordinates.

We find in Figure 4 that the countries of the G8 and
China are the most represented, and that the United
States is far in front of the others. (They represent as
much as the rest of the world combined although we
should recall that we are on a US shop). The distribu-
tion also shows the domination of the East coast. There
is very little material to compare with other web geoip
datasets distribution. Nevertheless preliminary studies
indicate that applications web sites are spread all over the
world with a rather strong concentration in western Eu-
rope wereas applications are proposed in a US only store.
It suggests that developers are concentrated in highly de-
veloped countries with a good engineering level and that
we have to face an internationalization of developing ap-
plications in the analysis.

However, this visualisation must be taken with caution
and must be confirmed, because there are many sources of
inaccuracy: the first is that anyone at all can buy a name
of a domain anywhere. We can count on the wish of the
authors to choose a provider near to them or who speak
the same language, but this is not at all certain. Next,
some hosts of content optimize the requests by orienting
towards a server close to the applicant with replicas all
over the world. The simple fact of requesting the IP ad-
dress of a site from a given site, as is the case here where
one computer requested 277,000 IP addresses from the
same place, is already enough to tamper with the results.
Finally, the components of the sites (style page, pictures,
etc.) can be hosted on several servers, and the Geoip only
localises the master-page, and thus reveals only a part of
the truth.

In order to face up to these limitations, it is possible to
obtain the address of the person responsible for the Web
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Figure 4: Chloropleth map of the geographical distribu-
tion of servers which host the Web sites of the applica-
tions (logarithmic shading scale). These visualisations
are realised in SVG on an underlying map openstreetmap
(www.openstreetmap.org) and generated dynamically by
the javascript library polymaps (polymaps.org).
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Figure 5: Number of citations of the names of G8 coun-
tries plus China in titles (on the left) and in the descrip-
tions (on the right).

site by means of a service called Whois. This service pro-
vides information of a better quality, since it links a Web
site to a real entity (a society, a person). For example, the
applications of the game editor Gameloft reply via Geoip
with a localisation in Canada, whereas Whois indicates
that the seat of the enterprise is in France. On the other
hand, nothing makes it possible to know directly whether
the IP corresponds to a Canadian subsidiary of the en-
terprise. There remains the case where the provider of
access puts up a screen with his own name in order to
protect the information concerning his clients, which can
happen. Moreover, whereas the Geoip base is available
for free, a large number of Whois requests cannot be ob-
tained for free. Thus for example it would cost about 800
euros to localize the 277,000 applications of our system.
All the more so since after that it is necessary to con-
vert the addresses into geographical locations with other
services such as Google Maps, which also have limita-
tions on the use that can be made of them. All this
does not totally forbid the undertaking, but reduces the
scope of our actions. A compromise thus consists of us-
ing the division in layers that we mentioned previously
to focus on the 7000 largest applications, but we lose a
lot of information. This study is still being carried out.
Another approach to studying a geographical distribution

was to note the various languages in which the applica-
tions are available, since this information can be related
to the country in question. Of course since we are deal-
ing here with the iOS Store US, English is used in 95% of
cases. But among the other main languages used we find
again the countries of the G8 together with China (in
4-6% of applications). This information was confirmed
by analysing the text available in the applications them-
selves. Since the G8 countries turn up often, we looked
to see how these countries are quoted in the applications,
in the titles and descriptions. This makes it possible to
measure the interest of the country in the system in gen-
eral. Figure 5 shows the results of this distribution, which
is very close to the distribution calculated in a sample of
5 million books (see http://bit.ly/eulTDK).

5 Conclusion

It is clear that we have not yet exploited all the informa-
tion that could be extracted from this data-set, particu-
larly concerning geographical information. The method
has nevertheless allowed us to test the exploratory chain,
and to explore a complex system quite effectively. Some
emergent properties have been hypothetized and vali-
dated with visualizations like the heart, periphery and
exterior. However, the use of the various softwares for
visualisation and data-processing remains delicate when
spatiality comes into play, because of the very great het-
erogeneity in format or in precision of the data that are
available. Geographical properties seems to exists and
the analysis will be pushed forward to let them emerge.
This highlights how useful it would be to have a software
capable of aggregating the various tools, in order to allow
an exploratory analysis of data that would be less costly
and less dependent on computer skills. As a result of
the present study, our team has recently undertaken the
development of software of this sort.
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